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Abstract

Estimation of multiple directed graphs becomes challenging in the presence of inhomogeneous data, where directed acyclic graphs are used to represent causal relations among random variables. To infer causal relations among variables, we estimate multiple directed acyclic graphs given a known partial ordering in Gaussian graphical models. In particular, we propose a constrained maximum likelihood method with nonconvex constraints over elements and element-wise differences of adjacency matrices, for identifying the sparseness structure as well as detecting structural changes over adjacency matrices of the graphs. Computationally, we develop an efficient algorithm based on augmented Lagrange multipliers, the difference convex method, and a novel fast algorithm for solving convex relaxation subproblems. Numerical results suggest that the proposed method performs well against its alternatives for simulated and real data.
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1 Introduction

Directed acyclic graphical models have been useful in analyzing and visualizing causal relations among random variables. Major components of the models are nodes representing random variables and edges encoding conditional dependence relations between the enclosing nodes. In gene network analysis, a large amount of current biological knowledge has been organized as regulatory and other interactive networks, for instance, as a collection of pathways representing molecular and biochemical reactions in the Kyoto Encyclopedia of Genes and Genomes. In such a situation, a key question is
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to extract gene-gene causal effects, to advance our understanding of molecular interactions in a subnetwork of the genes. Therefore, we reconstruct multiple directed acyclic graphs (DAGs) given a partial ordering to detect structural changes over graphs in this article.

Reconstruction of a single DAG from data without a given partial ordering is challenging due to the enormous size of candidate DAGs that is super-exponential in the number of nodes. Existing approaches can be categorized into search-and-score and constraint-based methods[2]. For problems with a small or moderate number of nodes, both methods perform well [9, 4, 18, 3, 2]. Recently, interesting hybrid methods have been developed to reduce computational cost [21]. For high-dimensional problems with a large number of nodes, challenges remain on the computational front. Note that even the Peter-Clark (PC) algorithm [19, 10], which has a polynomial runtime when a graph is sparse, runs in the worst case in time that is exponential in the number of nodes. In fact, existing methods are impractical because the space of equivalence classes is conjectured to grow super-exponentially in the number of nodes [7].

Reconstruction of a DAG given a partial ordering is equivalent to sparse estimation of Cholesky decomposition of a covariance matrix, and thus is computationally feasible [17]. The ordering information is usually determined by a natural ordering of temporal observations, previous experiments and prior knowledge. In this article, we reconstruct multiple DAGs given a known partial ordering. To our knowledge, estimation of structural changes over multiple DAGs has not been yet explored, although that over multiple undirected graphs has been studied in [24, 11, 8]. In practice, identification of a change in causality structure arises from detecting a change corresponding to that of experimental conditions or responding to a certain event or treatment.

This paper focuses on maximum likelihood estimation of multiple DAGs under a structural equation model. It is known that maximum likelihood estimation breaks down when the number of variables exceeds the sample size. Even for a moderately sized problem, it always yields a complete graph and does not estimate graphical
structures well. Therefore, different methods using penalization have been proposed for sparse estimation of graphical models [12, 23, 6, 17]. To achieve our goal of learning graphical structures, we construct two nonconvex constraints based on the truncated $L_1$-function (TLP, [16]), as a computational surrogate of the $L_0$-function, with one constraint imposing sparseness and the other encouraging a common structure. Computationally, with difference convex programming and augmented Lagrange multipliers, nonconvex minimization is solved through a sequence of convex subproblems iteratively. For each subproblem, we develop a fast algorithm to treat a constrained $L_1$-problem, which we call pairwise coordinate descent algorithm.

The rest of the paper is organized as follows. Section 2 introduces the methodology, followed by our computational development in Section 3. Operating characteristics of the proposed method are examined on simulated and real data in Sections 4 and 5, respectively.

2 Methodology

Given $L$ $p$-dimensional vectors of random variables $X^{(l)} = (X_1^{(l)}, \ldots, X_p^{(l)})^T$ with a known partial ordering, one from each population, we use $L$ DAGs to describe causal relations within each population and to explore differences among the populations. That is, each component $X_i^{(l)}$ corresponds to one node in the $l$th DAG, with a directed edge between two nodes indicating a causal relation between them. Without loss of generality, we assume that $X^{(l)}$ has been sorted according to its partial order, which means a causal relation is only possible from $X_i^{(l)}$ to $X_j^{(l)}$ for $i < j$.

To model causality among the components of $X^{(l)}$, consider a structural equation model of the form

$$X^{(l)} = A^{(l)} X^{(l)} + e^{(l)}, \quad l = 1, \cdots, L,$$

where $A^{(l)}$ is an adjacency matrix in which a nonzero $jk$-th element of $A^{(l)}$ corresponds
to a directed edge from parent node $k$ to child note $j$ with its value $A_{jk}^{(l)}$, indicating the strength of the relationship, and $\mathbf{e}^{(l)} = (\epsilon_1^{(l)}, \ldots, \epsilon_p^{(l)})^T$ is an independent latent variable vector representing unexplained variations in the nodes and acting as random noises. Note that $A_{ij}^{(l)} = 0$ for $i < j$, since $X^{(l)}$’s are assumed to be ordered. In addition, $A_{ii}^{(l)} = 0$, for all $i$, as a self-loop is not allowed in a DAG. Therefore, the adjacency matrices $A^{(l)}$, $l = 1, \ldots, L$, are lower triangular with zero diagonal elements, that is, $A_{ij}^{(l)} = 0$, $j \geq i$. The model basically says that each $X_j^{(l)}$ depends linearly on its parent variables and some latent variable $\epsilon_j^{(l)}$. Here we assume that $\epsilon_1^{(l)}, \ldots, \epsilon_p^{(l)}$ follow independent normal distributions, that is, $\epsilon_j^{(l)} \sim N(0, (\sigma_j^{(l)})^2)$. This implies that $X^{(l)}$’s follow multivariate normal distributions. Note that (1) becomes Gaussian autoregressive model when the subscript of $X_i^{(l)}$ denotes the consecutive time. Our likelihood method is readily generalizable to other distributions. The reader may consult [14] for (1) and structural equations.

In (1), nonzero entries of $A^{(l)}$ are uniquely specified by the $l$th DAG. Thus, we estimate $(A^{(1)}, \ldots, A^{(L)})$ to preserve a common structure and identify differences among them.

For a total of $n = \sum_{l=1}^L n_l$ random samples, $n_l$ samples are drawn according to (1) for each $l$ to form an $n \times p$ data matrix $\mathbf{X}^{(l)} = (x_1^{(l)}, \ldots, x_p^{(l)})$, where each $x_j^{(l)} = (x_1^{(l)}, \ldots, x_{n_l}^{(l)})^T$ is an $n_l$-dimensional column vector for each node, and samples from different populations $\mathbf{X}^{(l)}$ are assumed to be independent. Note that an arbitrary mean vector can be incorporated by adding an intercept to (1).

Let $k^- = \{j = 1, \ldots, k - 1\}$ be a set of indices, with $k = 1$ indicating the null set. Let $\mathbf{X}_j^{(l)} = (x_1^{(l)}, \ldots, x_{j-1}^{(l)})$, $A_{j,j^-}^{(l)} = (A_{j,1}^{(l)}, \ldots, A_{j,j-1}^{(l)})$. The likelihood of $\mathbf{X}^{(l)}$ can be written as

$$f(\mathbf{X}^{(1)}, \ldots, \mathbf{X}^{(L)}) = \prod_{l=1}^L f(\mathbf{X}^{(l)}) = \prod_{l=1}^L \prod_{j=1}^p f(x_j^{(l)} | \mathbf{x}_j^{(l)} - j^-) = \prod_{j=1}^p \prod_{l=1}^L f(x_j^{(l)} | \mathbf{x}_j^{(l)}) .$$

(2)
This yields the negative log-likelihood

\[-\log f \left( \mathbf{X}^{(1)}, \ldots, \mathbf{X}^{(L)} \right) = \sum_{j=1}^{p} \left( \sum_{l=1}^{L} \left( -\log f \left( x_{j}^{(l)}|\mathbf{X}_{j}^{(l)} \right) \right) \right). \tag{3}\]

Using the fact that $X_j^{(l)}|X_j^{(l-1)}$ follows $N \left( A_{j,j}^{(l)}X_j^{(l-1)}, (\sigma_j^{(l)})^2 \right)$ from (1), we obtain that

\[-\log f \left( \mathbf{X}^{(1)}, \ldots, \mathbf{X}^{(L)} \right) = \sum_{j=1}^{p} \left( \sum_{l=1}^{L} \left( \frac{1}{2(\sigma_j^{(l)})^2} \left\| x_{j}^{(l)} - \mathbf{X}_j^{(l)} (A_j^{(l)})^T \right\|^2 + n_j \log \sigma_j^{(l)} \right) \right). \tag{4}\]

Maximizing (2), equivalently minimizing (4), may result in over-fitting and lead to fully connected DAGs, especially when the number of unknown parameters exceeds the sample size. We therefore regularize (3) through nonconvex constraints to pursue sparsity and detect structural changes. Note that the constrained approach is not equivalent to its penalized regularization counterpart because of nonconvexity in this case.

Our method is to regularize the number of nonzeros of the adjacency matrices as well as the number of pairwise differences between the corresponding entries across adjacency matrices. Let $\mathcal{L}$ be a set of index pairs in which a pair $(l, s)$ indicates the possibility that $A^{(l)}$ and $A^{(s)}$ share some common entries and can be grouped or collapsed if data suggest so. Constraints are used to regularize, which are in the form:

$$\sum_{l=1}^{L} \| A^{(l)} \|_0 \leq t_1, \quad \sum_{(l,s) \in \mathcal{L}} \| A^{(l)} - A^{(s)} \|_0 \leq t_2. \tag{5}$$

where $\| A \|_0 := \sum_{i=1}^{p} \sum_{j=1}^{p} I(|A_{ij}| \neq 0)$, is the $L_0$-norm of $A$, or the number of nonzero entries of $A$, $t_1 \geq 0$ and $t_2 \geq 0$ are tuning parameters corresponding to the number of nonzeros of the adjacency matrices and the number of element-wise differences with respect to $\mathcal{L}$. A complete set $\mathcal{L} = \{(l, s) : 1 \leq l < s \leq L \}$ is used unless additional information is available. For example, a temporal set $\mathcal{L} = \{(l, l + 1) : 1 \leq l \leq L - 1 \}$
is used in dynamic networks with \( l \) representing consecutive times.

To allow for different degrees of sparsity over different rows of lower triangular matrices \( A^{(l)} \), we replace (5) by \( p \) pairs of row-wise sparsity through \( 2p \) different tuning parameters \( \{t_{1,j}, t_{2,j}\} \):

\[
\sum_{l=1}^{L} \sum_{k=1}^{j-1} \left\| A_{j,k}^{(l)} \right\|_0 \leq t_{1,j}, \quad \sum_{(l,s) \in \mathcal{L}} \sum_{k=1}^{j-1} \left\| A_{j,k}^{(l)} - A_{j,k}^{(s)} \right\|_0 \leq t_{2,j}, \quad j = 1, \ldots, p. \tag{6}
\]

This is computationally feasible because the log-likelihood (3) is separable or decomposable in \( j \). In fact, minimizing (3) subject to (6) reduces to \( p \) subproblems.

To circumvent computational difficulty of minimizing (3) subject to (6), we approximate the \( L_0 \) function there by a surrogate function, the truncated \( L_1 \) function (TLP, [16]), defined as \( P_{\lambda}(x) = \min \left( \frac{|x|}{\lambda}, 1 \right) \). As \( \lambda \) tends to 0, the TLP recovers the \( L_0 \)-function exactly. Now the constraints in (6) become

\[
\sum_{l=1}^{L} \sum_{k=1}^{j-1} P_{\lambda}(A_{j,k}^{(l)}) \leq t_{1,j}, \quad \sum_{(l,s) \in \mathcal{L}} \sum_{k=1}^{j-1} P_{\lambda}(A_{j,k}^{(l)} - A_{j,k}^{(s)}) \leq t_{2,j}, \quad j = 1, \ldots, p. \tag{7}
\]

To simplify tuning, we introduce a single constraint for each row as opposed to the two constraints in (7), with new tuning parameters \( (\kappa_j, t_j) \) corresponding to \( (t_{1,j}, t_{2,j}) \),

\[
\sum_{l=1}^{L} \sum_{k=1}^{j-1} P_{\lambda}(A_{j,k}^{(l)}) + \kappa_j \sum_{(l,s) \in \mathcal{L}} \sum_{k=1}^{j-1} P_{\lambda}(A_{j,k}^{(l)} - A_{j,k}^{(s)}) \leq t_j, \quad j = 1, \ldots, p, \tag{8}
\]

where \( \kappa_j \) seeks a trade-off between sparsity and grouping.

Based on the foregoing discussion, we solve (3) subject to (8) by solving its equivalent form through \( p \) subproblems:

\[
\min \sum_{l=1}^{L} \left( \frac{1}{2(\sigma_j^{(l)})^2} \left\| z_j^{(l)} - X_j^{(l)} \left( A_{j,j}^{(l)} \right)^T \right\|^2 + n_l \log \sigma_j^{(l)} \right), \quad \text{subject to}
\sum_{l=1}^{L} \sum_{k=1}^{j-1} P_{\lambda}(A_{j,k}^{(l)}) + \kappa_j \sum_{(l,s) \in \mathcal{L}} \sum_{k=1}^{j-1} P_{\lambda}(A_{j,k}^{(l)} - A_{j,k}^{(s)}) \leq t_j, \quad j = 1, \ldots, p. \tag{9}
\]
These $p$ subproblems are of the same type, hence we only need to consider a general form. Let $Y^{(l)}$ be a vector of length $n_l$, corresponding to $x_j^{(l)}$ in (9), $X^{(l)}$ be an $n_l$ by $m$ matrix, corresponding to $X_j^{(l)}$ with $m = j - 1$, and $\beta^{(l)}$ be $m$-dimensional vector corresponding to $A_j^{(l)}$. Then, a general form is,

$$
\begin{align*}
\min & \sum_{l=1}^{L} \left( \frac{1}{2\sigma_l^2} \| Y^{(l)} - X^{(l)} \beta^{(l)} \|^2 + n_l \log \sigma_l \right), \quad \text{subject to} \\
\sum_{l=1}^{L} \sum_{j=1}^{m} \min \left( \frac{|\beta_j^{(l)}|}{\lambda}, 1 \right) &+ \kappa \sum_{(l,s) \in \mathcal{L}} \sum_{j=1}^{m} \min \left( \frac{|\alpha_{j}^{(l,s)}|}{\lambda}, 1 \right) \leq t.
\end{align*}
$$

(10)

where $\alpha_{j}^{(l,s)} = \beta_j^{(l)} - \beta_j^{(s)}$, and $\zeta = (\beta_j^{(l)}_{l=1,\ldots,L}, \alpha_j^{(l,s)_{j=1,\ldots,m}}) \in \mathcal{L}$ is our new set of variables to be optimized. In addition, a new constraint $T \zeta = 0$ is imposed, namely, $\beta_j^{(l)} - \beta_j^{(s)} - \alpha_{j}^{(l,s)} = 0$, for $j=1,\ldots,m$, $(l,s) \in \mathcal{L}$.

3 Computation

This section develops a computational method for nonconvex minimization (10) through difference convex programming, augmented Lagrange multipliers and our pairwise coordinate descent algorithm.

3.1 Difference convex programming

For minimization in (10), we employ difference convex (DC) programming, which leads to a finite-step termination due to piecewise linearity of the TLP function [16]. Here $P_\lambda$ can be decomposed into a difference of two convex functions:

$$
P_\lambda(x) = \min \left( \frac{|x|}{\lambda}, 1 \right) = \frac{|x|}{\lambda} - \max \left( \frac{|x|}{\lambda} - 1, 0 \right).
$$

(11)

This in turn yields a decomposition of the left-hand side of (10) into a difference of two convex part, that is,

$$
S_1(\zeta) - S_2(\zeta) \leq t,
$$
where

\[
S_1(\zeta) = \sum_{l=1}^{L} \sum_{j=1}^{m} \frac{\beta_j^{(l)}}{\lambda} + \kappa \sum_{(l,s) \in \mathcal{L}} \sum_{j=1}^{m} \frac{\alpha_j^{(ls)}}{\lambda},
\]

\[
S_2(\zeta) = \sum_{l=1}^{L} \sum_{j=1}^{m} \max \left( \frac{|\beta_j^{(l)}|}{\lambda} - 1, 0 \right) + \kappa \sum_{(l,s) \in \mathcal{L}} \sum_{j=1}^{m} \max \left( \frac{|\alpha_j^{(ls)}|}{\lambda} - 1, 0 \right).
\]

This constructs a sequence of convex approximation sets that are contained in the original nonconvex set iteratively by replacing \( S_2 \) at iteration \( k \) with its affine majorization at iteration \( k - 1 \). At iteration \( k \) we minimize (10) subject to \( T\zeta = 0 \) and a relaxed constraint

\[
\sum_{l=1}^{L} \sum_{j=1}^{m} |\beta_j^{(l)}| \mathcal{I}(|\beta_j^{(l)}|^{[k-1]} \leq \lambda) + \kappa \sum_{(l,s) \in \mathcal{L}} \sum_{j=1}^{m} |\alpha_j^{(ls)}| \mathcal{I}(|\alpha_j^{(ls)}|^{[k-1]} \leq \lambda) \\
\leq \lambda \left( t - \sum_{l=1}^{L} \sum_{j=1}^{m} \mathcal{I}(|\hat{\beta}_j^{(l)}|^{[k-1]} > \lambda) - \kappa \sum_{(l,s) \in \mathcal{L}} \sum_{j=1}^{m} \mathcal{I}(|\hat{\alpha}_j^{(ls)}|^{[k-1]} > \lambda) \right),
\]

where \( \hat{\beta}_j^{(l)}^{[k-1]} \) is the estimate of \( \beta_j^{(l)} \) at the \((k-1)\)th iteration, and \( \hat{\alpha}_j^{(ls)}^{[k-1]} \) is the estimate of \( \alpha_j^{(ls)} \) at the \((k-1)\)th iteration.

3.2 Augmented Lagrange multipliers

The constraint \( T\zeta = 0 \) defined by slack variables \( \alpha_j^{(ls)} \) is treated through the augmented Lagrange multipliers, which is designed to convert a constrained problem to an unconstrained one. At iteration \( w \), we minimize \( S(\zeta) \) subject to (14)

\[
S(\zeta) = \sum_{l=1}^{L} \left( \frac{1}{2\sigma(l)^2} \|Y^{(l)} - X^{(l)}\beta^{(l)}\|^2 + n_l \log \sigma(l) \right) + \sum_{(l,s) \in \mathcal{L}} \sum_{j=1}^{m} \tau_j^{(ls)}[w] (\beta_j^{(l)} - \beta_j^{(s)} - \alpha_j^{(ls)}) \\
+ \frac{1}{2} \sum_{(l,s) \in \mathcal{L}} \sum_{j=1}^{m} \tau_j^{(ls)}[w] (\beta_j^{(l)} - \beta_j^{(s)} - \alpha_j^{(ls)})^2,
\]
where $\tau_j^{(ls)[w]}$ are Lagrangian multipliers for $T\zeta = 0$ and $\nu_j^{(ls)[w]}$ control the convergence speed of the algorithm. They are updated until convergence:

$$
\tau_j^{(ls)[w+1]} = \tau_j^{(ls)[w]} + \mu_j^{(ls)[w]}(\beta_j^{(l)} - \beta_j^{(s)} - \alpha_j^{(ls)}), \quad \mu_j^{(ls)[w+1]} = \rho \mu_j^{(ls)[w]},
$$

where $\rho \in (1, 2)$ is pre-determined. At iteration $k$ in the DC loop and at iteration $w$ in the augmentation loop, we minimize (15) subject to (14). This weighted Lasso problem is solved by a pairwise coordinate descent algorithm to be introduced next.

### 3.3 Pairwise coordinate descent

A Lasso problem [20] solves

$$
\min_{\beta_1, \ldots, \beta_m} f(\beta), \text{ subject to } \sum_{j=1}^{m} |\beta_j| \leq t,
$$

(16)

where $f$ is a convex cost function.

For (16), coordinate descent methods are applicable to its regularization version [5, 22]. However, such a method breaks down for (16), as its solution may be trapped [5]. Here we develop a directional blockwise coordinate descent method, to solve (15) subject to (14). The main idea is to seek an optimal solution only over the simplex boundary, where the solution lies. This directional search strategy overcomes the difficulty for an optimal solution to be trapped at the constraint boundary.

A solution of (16) exists when $f$ is continuous since a feasible region of $\beta$ is compact. For sparse learning, the Lasso constraint is active only when the feasible region defined by the constraint excludes all global minima of $f(\beta)$, in which any solution of (16) lies on its boundary. Instead of searching coordinatewisely, we move along directions $\Delta|\beta_i| = -\Delta|\beta_j|$, to search over the boundary, where $\Delta|\beta_i|$ is the change in the absolute value of $\beta_i$ after a step. Note that the pair of $(i, j)$ is chosen so that the pair gives the steepest descent in the cost function value among all pairs.
The algorithm is summarized as follows.

**Algorithm 1** Pairwise coordinate descent

**Step 1.** (Initialization) Input an initial value $\beta^0$ for $\beta$ satisfying $||\beta^0||_1 = t$.

**Step 2.** (Iteration) Find the steeping direction satisfying $\Delta|\beta_i| = -\Delta|\beta_j|$. Perform an exact line search to determine the best step length and update.

**Step 3.** (Stopping rule) Terminate when the following subdifferential condition is satisfied: there exists $\lambda > 0$, s.t. $-\text{sign}(\beta_j)\frac{\partial f(\beta)}{\partial \beta_j} = \lambda$ for $\beta_j \neq 0$, and $|\frac{\partial f(\beta)}{\partial \beta_j}| < \lambda$ for $\beta_j = 0$.

Convergence of the algorithm is assured by Theorem 1.

**Theorem 1** For (16), stationary points and minimum points coincide. If the minimizer is unique, the algorithm converges to it.

If the cost function has nuisance parameters in addition to $\beta$, for example, $\sigma^{(1)}$, then we need to treat them as unconstrained coordinates and update them coordinately in every iteration.

A DC loop and an augmentation loop converge in only a few steps in practice [16]. Taking advantage of Algorithm 1 in the inner loop, our method is capable of treating multiple graphs of over thousands of variables in real time. This is desirable for our nonconvex minimization problem.

## 4 Numerical examples

This section examines operating characteristics of the proposed method, and contrasts it against its competitors through simulations. In particular, the proposed method, denoted by “nonconvex”, is examined together with its convex counterpart—our method with the $L_1$-function replacing the TLP, denoted by “convex”, and a sparse $L_1$ method from [17] for DAGs individually, denoted by “DAGlasso”.

In simulations, two DAGs are considered and a complete set $\mathcal{L} = \{(1, 2)\}$ is used for possible grouping. All simulations are performed in R. Performance metrics for
Sparsity and grouping pursuit are the number of false positives (FP), the number of false negatives (FN), the number of correctly identified differences between graphs (TD), and the number of falsely identified differences between graphs (FD). Overall, we use the Matthews Correlation Coefficient (MCC) \[1\] as a performance metric, which is commonly used in binary classification, and is defined as,

\[
\text{MCC} = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]  \eqno(17)

where TP, TN, FP and FN correspond to true positives, true negatives, false positives and false negatives, respectively. A larger value of MCC gives better a fit with 1 being the best and −1 being the worst.

Two graphs are generated as follows. The first DAG \(G_1\) is generated at random, with the number of nodes \(p = 50, 100, 200\), having the average probability of connecting one node to another with higher ordering: 0.02. The second DAG \(G_2\) is obtained by removing a number of edges from \(G_1\) and this number is controlled to be less than 1% of the total edges in \(G_1\). For \(p = 50\), the two DAGs are just identical. For \(p = 100, 200\), removal is done by deleting all edges connecting from a specific node, which mimics a situation when a certain gene from \(G_1\) becomes isolated due to some treatment effect. Finally, we generate a random sample from \(G_1\) and \(G_2\) respectively with equal sample size \(n_1 = n_2 = n\).

For the proposed method, there are three data-dependent tuning parameters \((\lambda, \kappa, t)\) in (10). It has been shown in \[16\] that estimation based on the TLP is not sensitive to the choice of \(\lambda\) as long as \(\lambda\) is small enough. A common set of values for \(\lambda\) is \(\{0.1, 0.01, 0.001\}\), and \(\kappa\) is a tuning parameter ranged between 0 and 1, with three to five values, based on our limited numerical experience. This makes tuning three parameters much easier with an effort focused on tuning \(t\). In this simulation study, tuning parameters for all methods are optimized for prediction over an independent data set of size 1000 for each graph.
As suggested in Table 1, the proposed method compares favorably against its competitors across all the situations, in terms of the Matthews Correlation Coefficients, accuracy of estimation, and detection of a structural change. Interestingly, seeking common structures or detection of structural changes is more critical for multiple graphs than a single graph, especially when they share some common structures. In addition, our nonconvex method improves significantly over its convex counterpart. In most cases, our nonconvex method yields a MMC value close to 1, suggesting almost perfect learning of structures. In this sense, a nonconvex method is useful in estimating directed graphs.

5 Analysis of cell signaling data

This section applies the proposed method to analyze multivariate flow cytometry data in [15]. Data were collected after a series of stimulatory cues and inhibitory interventions, with cell reactions stopped at 15 minutes after stimulation by fixation, to profile the effects of each condition on the intracellular signaling networks of human primary naive CD4+ T cells. Over 10,000 flow cytometry measurements were made over 11 phosphorylated proteins and phospholipids from 14 experimental conditions. The main purpose of this experiment is to infer casual influences in cellular signaling networks through perturbations with molecular interventions. The simultaneous measurements permits multivariate as opposed to univariate approaches. Data sets were available; see [15] for more details. The DAG representation of the network is displayed in Figure 1 [15]. A direction from node $X$ to node $Y$ is interpreted as a causal influence from $X$ to $Y$.

A DAG model was fit in [15] with data from the first nine conditions, following called Group 1, whereas the rest five conditions, denoted as Group 2 were not used
for estimation. Note that all five conditions in Group 2 employed ICAM-2, a general perturbation, in addition to perturbations used in Group 1. In our analysis, we are interested in whether the usage of ICAM-2 in Group 2 activate or inhibit some causal relationship in the network. Thus, data have been split into two datasets: 7466 samples from Group 1 and 4206 samples from Group 2. We fit a two-DAG model with one tenth samples for training and nine tenth for tuning. The graphical result of reconstructed networks are displayed in Figure 2, where the DAGlasso [17] based on individual graphs is used for comparison. Correct edges are marked with solid arrows, while false positives are indicated by long dash arrows.

( Insert Figure 2 about here.)

Our method is more reliable in that it gives much fewer false positives with almost the same number of true positives as compared to the DAGlasso, and identical links and differences between the two groups are likely to be real, which may be cross-validated experimentally. By comparison the two graph reconstructed by the DAGlasso are not so consistent and the estimated differences are mainly false discoveries.

In the analysis, several known links were missed by the proposed method and the DAGlasso method. This is because many causal relations in protein-signaling networks are believed to be nonlinear, which may not be detectable by methods based on linear models, such as our method and the DAGlasso. In fact, to our knowledge, no linear methods could reconstruct most links. This nonlinearity goes beyond the scope of the linear causal effect specified in (1).

6 Appendix

Proof of Theorem 1: Let $\beta^m$ be the solution at iteration $m$. Convergence follows directly from the fact that $f(\beta^m)$ is decreasing in $m$. To prove the limit of $\beta^*$ satisfies the subdifferential condition, that is, there exists $\lambda > 0$, s.t. $-\text{sign}(\beta_j) \frac{\partial f(\beta)}{\partial \beta_j} = \lambda$ for $\beta_j \neq 0$, and $\left| \frac{\partial f(\beta)}{\partial \beta_j} \right| < \lambda$ for $\beta_j = 0$, suppose the subdifferential condition does not hold.
for the convergence point $\beta^*$. Let $i = \arg\max_{k \in 1, \ldots, p} |\frac{\partial f(\beta^*)}{\partial \beta_k}|$, $j = \arg\min \{k | \beta^*_k \neq 0\} |\frac{\partial f(\beta^*)}{\partial \beta_k}|$. Then $|\frac{\partial f(\beta^*)}{\partial \beta_i}| > |\frac{\partial f(\beta^*)}{\partial \beta_j}|$. This implies that we can further reduce the value of the objection function, which contradicts to convergence. From [13], this subdifferential condition is sufficient and necessary for $\beta^*$ to be the minimizer of the Lasso. This completes the proof.
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Table 1: Estimated quantities and their corresponding estimated standard errors (in parentheses) based on 100 simulation replications. For $p = 50$, there are 20 edges in $G_1$ and 20 edges in $G_2$ with no differences. For $p = 100$, there are 88 edges in $G_1$ and 86 edges in $G_2$ with two differences. For $p = 200$, there are 427 edges in $G_1$ and 422 edges in $G_2$ with 5 differences.

<table>
<thead>
<tr>
<th>n</th>
<th>p</th>
<th>method</th>
<th>FP</th>
<th>FN</th>
<th>TD</th>
<th>FD</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td></td>
<td>DAGlasso</td>
<td>15.7(3.9)</td>
<td>0.2(0.4)</td>
<td>0(0)</td>
<td>15.3(3.8)</td>
<td>0.84(0.03)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>convex</td>
<td>3.9(2.7)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0.3(0.5)</td>
<td>0.95(0.03)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nonconvex</td>
<td>0.3(0.8)</td>
<td>0.1(0.3)</td>
<td>0(0)</td>
<td>0(0.2)</td>
<td>0.99(0.01)</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>DAGlasso</td>
<td>73.7(8.6)</td>
<td>1.1(1)</td>
<td>2(0)</td>
<td>72.3(8.2)</td>
<td>0.83(0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>convex</td>
<td>18.9(6.2)</td>
<td>0.4(0.9)</td>
<td>1.7(0.5)</td>
<td>0.9(1)</td>
<td>0.95(0.02)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nonconvex</td>
<td>4.7(3.5)</td>
<td>1.6(2)</td>
<td>1.6(0.6)</td>
<td>0.2(0.5)</td>
<td>0.98(0.02)</td>
</tr>
<tr>
<td>200</td>
<td></td>
<td>DAGlasso</td>
<td>406.5(21.7)</td>
<td>14.5(3.8)</td>
<td>4.9(0.3)</td>
<td>402.1(20.8)</td>
<td>0.80(0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>convex</td>
<td>122.3(15.3)</td>
<td>46.7(9.2)</td>
<td>2.5(1)</td>
<td>1.4(1.2)</td>
<td>0.90(0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nonconvex</td>
<td>30.1(11.2)</td>
<td>32.9(9.5)</td>
<td>3.2(1.2)</td>
<td>0.6(0.9)</td>
<td>0.96(0.01)</td>
</tr>
</tbody>
</table>

Figure 1: DAG representation for 11 proteins.
Figure 2: Analysis of cell signalling data: Correct edges are marked with solid arrows, while false positives are indicated by long dashes.